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Not only to elucidate the origin of the reaction barrier in liquid phase, i.e., the free energy of activation, but
also to locate the proper transition state (TS) for a chemical reaction, the molecular dynamics method and the
free energy perturbation theory have been applied to the intramolecular proton transfer reaction of glycine in
aqueous solution, i.e., the zwitterion (ZW), to the neutral form (NF). The potential energy surface varies
drastically as its environment changes from gas phase to aqueous solution, and experimentally, the existence
of anentropybarrier is also suggested due to the solvent molecules. In this study, it is reported that the TS
on the free energy surface (FES) corresponds approximately to the geometry ats ≈ 0.66 amu1/2 bohr, where
s denotes the intrinsic reaction coordinate (IRC) for the gas-phase reaction, and therefore, the TS geometry
is completely different from that for the gas phase. The free energy difference between ZW and NF is 8.46
( 1.45 kcal/mol, and then the free energy of activation of ZW is 16.85( 1.36 kcal/mol at the temperature
300 K, both of which are in very good agreement with the experimental values. Further, the entropy
contribution to the free energy change increases almost monotonously along the IRC, while the enthalpy
contribution has a maximum ats ≈ 0.6 amu1/2 bohr, being understood as the origin of the free energy of
activation. By the interaction energy distribution and the radial distribution functions, it is shown that solvent
water molecules interact with ZW more strongly than both TS and NF, especially at both the positive amino
and negative carboxyl groups. Therefore, from a microscopic point of view, the reaction barrier in aqueous
solution is clearly explained by the fact that as the forward reaction (ZWf NF) proceeds, the Coulomb
interaction between the charged groups of ZW and solvent water molecules becomes weaker while the
intramolecular potential energy is stabilized compensatorily to form a free energy maximum.

I. Introduction

To predict rates for complex chemical reactions in solution
is one primary goal of theoretical chemistry. Within the
framework of transition-state theory (TST),1-4 knowledge of
the free energy surface (FES) around a transition state (TS) and
a reactant state (RS), i.e., the free energy of activation, is
sufficient to determine the rate constantkTST for the reaction
and thereby the magnitude of the overall time required for the
reactant to climb the barrier from an equilibrium state. The
FES consists of two terms: one for the reacting system and the
other for the variation through the free energy of solvation.5,6

The former reflects the intrinsic part associated with the
intramolecular potential of an isolated molecule in the gas phase.
If there is no solvent, i.e., in the gas phase, the principal origin
of the barrier is completely a destabilization that accompanies
nuclear rearrangement necessary for the occurrence of a reaction,
and the electron delocalization helps the reaction to proceed
smoothly, in which the particular orbitals, i.e., the highest
occupied (HO) molecular orbital (MO) and lowest unoccupied
(LU) MO of the reactant species, play the principal role.7-9 On
the other hand, in the liquid phase, especially in the polar solvent

case where the charge distribution of the reactant varies in the
course of reaction, the latter is so influential that both the free
energy of activation and the location of the TS on the FES
become quite different from those in the gas phase.10-18 So
far, there have been many theoretical studies to focus on the
interaction energies between the solute and solvent molecules
to investigate the origin of the free energy of activation and the
TS location on the FES.5,10-14 However, there has been no study
to pay attention to the entropy contribution.

The smallest amino acid, glycine, is of considerable interest
for its structure, reactivity, and other properties due to its pivotal
biological significance.19,20 Those structures in the gas phase
and aqueous solution are completely different from each other.
According to theab initio MO electronic structure investiga-
tions,21-23 glycine is a nonionic molecule in the gas phase, and
then its zwitterion (ZW) does not exist stably. Recently, Jensen
and Gordon15 have investigated how many water molecules are
needed in order to stabilize the ZW in the gas phase byab initio
MO method; they found that at least two water molecules are
enough to stabilize the ZW and then it becomes a minimum on
the potential energy, adiabatic ground state, and 298 K free
energy surface.

On the other hand, by using the titration method, Wadaet
al.16 concluded that the ZW is much more stable than the neutral
form (NF) in water solution by the free energy change of 7.27
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kcal/mol. Further, by determining the ratios of the ZW to the
NF in the mixture of water with the organic solvents, they
concluded that the free energy change of the intramolecular
protonation process in glycine is controlled mainly by electro-
static interaction, especially by the entropy change associated
with the preferential solvation around the charged amino and
carboxyl groups. According to Monte Carlo (MC) simulations17

in aqueous solution, the ZW is much more stable than the NF
by the interaction energy change of 86.4 kcal/mol. Therefore,
the potential energy surface of glycine will vary drastically as
its environment changes from the gas phase to aqueous solution.
In other words, it is difficult to imagine the TS geometry of the
reaction from the ZW to the NF in aqueous solution, although
at least we might predict that it is different from both those of
the ZW in aqueous solution and NF in the gas phase very much.

There are many studies on kinetics of the intramolecular
proton transfer reaction of glycine.24-29 By various NMR
relaxation techniques,24,25 a rate constant of 175 s-1 was
reported. By the chemical relaxation method, Slifkin and Ali26

obtained a free energy of activation of 14.36 kcal/mol. Fur-
thermore, by measurements of the rate constant at several
temperatures, they derived enthalpy andT∆S contributions to
the free energy of activation as-0.22 and-14.57 kcal/mol,
respectively.26 Therefore, according to their experiment, it is
concluded that the origin of the free energy of activation for
the reaction is mainly the entropy contribution. In other words,
taking into account the fact that there is no barrier in the gas
phase, it can be called theentropybarrier due to the solvent
molecules. In the present article, we will elucidate the barrier
origin in aqueous solution, from the microscopic point of view,
as well as the TS location for the reaction, carrying out MD
simulations.

The present paper is organized as follows. After introducing
the methodology for MD simulations in Section II, we will give
Results and Discussion in Section III. Finally, the main results
are summarized in Section IV.

II. Experimental Section

A. Reactive Potential Function. For the intramolecular
proton transfer reaction of glycine in aqueous solution, not only
to know the free energy of activation but also to locate the proper
TS by using the MD treatment, we have employed the reactive
potential energy function obtained previously by the empirical
valence bond (EVB) method:14,30,31

where R and S denote reactant and solvent, respectively, and,
V11 andV22 are the energies for the following related resonance
forms, i.e., the ZW and NF, respectively:

According to Warshel,30 we have adopted rather simple
analytical forms forV11 andV22 by making use of the AMBER

potential function.32 Further, V1
int is the interaction energy

between ZW and a water molecules andV2
int is that between

NF and a water molecule as follows:

whereRij is the distance between theith atom on the solute and
the jth atom on thenth water molecule, andAij

int(k), Bij
int(k), and

Cij
int(k) are disposable parameters. From a physical point of

view, we have postulated thatAij
int(k) > 0. For the square of the

exchange matrix element (SEME)V12
2, we have adopted the

analytical form that Chang and Miller (CM)31 have recently
improved, reproducingab initio MO surfaces with high ac-
curacy:

In eq 2.4,∆q ) q - q0, whereq andq0 denote any geometry
and the reference geometry, i.e., for instance, the TS structure,
in terms of internal coordinates. Further,A, B, and C are a
disposable constant, vector, and matrix, respectively. Finally,
we have employed the TIP4P model33,34for the solvent-solvent
interaction potentialVSS, because it has a simple analytical form
and gives a reasonable structural and thermodynamic description
of liquid water. Therefore, the total potential functionVtot of
the glycine-water system is as follows:

These functions were prepared so as to reproduce a set of
energies and forces calculated at the HF/6-31+G* level of
theory,14 using the GAUSSIAN92 program.35 The relatively
small basis set has been employed because the calculations of
electronic energies and forces are necessary at so many points,
i.e., 5250 points (97 points forV11, 97 points forV22, 2236 points
for V12

2, 1410 points each forV1
int andV2

int), and the extremely
small barrier height of 0.563 kcal/mol is considered to be in
good agreement with such results that there is no minimum
corresponding to the ZW in the gas phase22,23 for some larger
basis sets than 6-31+G* and the post-SCF MO theory.

B. MD Simulation. Integration of the equation of motion
was performed with the velocity Verlet method,36 using the
RATTLE algorithm37 in order to constrain the molecular shapes
of both glycine and solvent water. The number of molecules
in the simulation box with one side length of 18.6 Å was 1
glycine and 213 water molecules. The mass density was set to
be 0.997 g/cm3, i.e., the experimental value for water at 300 K.
We have calculated not only the solvent-solvent long-range
Coulomb interaction but also the solute-solvent one using the
Ewald sum technique.38 In order to make the force calculations
manageable, we have employed the potential truncation tech-
nique39 in the Lennard-Jones potential terms for both solvent-
solvent and solute-solvent interaction energies, owing to the
fast falling off of the corresponding forces. Half of the side
length of the box was chosen as the cutoff distance, because
the forces for the Lennard-Jones potential terms were found to
be almost zero at this distance. Equilibrium MD calculations
of 10∼20 ps were performed, after 15 ps cooling and equilibra-
tion runs with a time step of 0.5 fs. Although a temperature
control algorithm was not used, the temperatures were prepared
to be 302.4( 9.6 K, 311.5( 10.2 K, and 321.7( 10.8 K.

VRS ) 1
2
(V11 + V1

int + V22 + V2
int) -

x(V11 + V1
int - V22 - V2

int

2 )2

+ V12
2 (2.1)

Vk
int ) ∑

n
∑

i

solute

∑
j

nth-water(Aij
int(k)

Rij
12

+
Bij

int(k)

Rij
6

+
Cij

int(k)

Rij
) (k ) 1, 2)

(2.3)

V12
2 ) A exp(BT∆q - 1/2∆qTC ∆q) (2.4)

Vtot ) VRS + VSS (2.5)
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C. Free Energy Perturbation Theory. The free energy
perturbation theory5,30,32,40,41provided the free energy change
as the intrinsic reaction coordinate (IRC),42 s, was varied in
increments,∆si (i ) 1, ‚‚‚, 27) froms ) -0.388 to 1.50 amu1/2

bohr. Specifically, the free energy change for movingsi to si+l

) si + ∆si is given as follows:

whereâ ) 1/kBT, VRS(si+1) - VRS(si) is the energy difference
between the systems atsi+l andsi, and the average is taken over
the sampling atsi. Naturally, if the reference,si, and perturbed,
si+1, systems are too disparate, the convergence of the average
in eq 2.6 becomes slow. As shown below, if we choose∆si

larger than 0.01 amu1/2 bohr and less than 0.10 amu1/2 bohr, it
was not problematic in the present calculations, because the
standard deviations in the free energy changes of reaction and
the free energies of activation are on the order of 1 kcal/mol.

III. Results and Discussion

A. TS Structure on FES. In Figure 1,∆G(300 K),∆G(310
K), ∆G(320 K), and∆VR are shown along the IRC42 defined
in the gas phase, which denote the free energy change at 300
K, 310 K, and 320 K and the corresponding reactant potential
energy change in the gas phase, respectively. In the gas phase,
the very small ZW-TS barrier of 0.56 kcal/mol is in good
accordance with the previous results that there is no barrier by
using larger basis sets.22,23 In aqueous solution, there are
maxima ats≈ 0.66 amu1/2 bohr for all the temperatures, which
correspond to the TS on the FES and clearly shift to the NF
side, comparing with that in the gas phase. The TS geometry
on the FES is, as shown in Figure 2, quite different from that
of the TS in the gas phase and it is found that the TS structure
in the gas phase is very close to that of the ZW in the gas phase,
while that of the TS in aqueous solution is rather close to that
of the NF. Qualitatively, the ZW is very unstable in the gas
phase because of the charge separation into the amino and
carboxyl groups, while in aqueous solution the ZW is stabilized
more than the NF through the Coulomb interaction among the
charged amino and carboxyl groups, and so many water
molecules. However, this qualitative consideration lacks the
entropy contribution. We will therefore deal with this contribu-
tion in the next subsection.

The difference of the free energy between the ZW and NF is
8.46( 1.45 kcal/mol and the free energy of activation for ZW
is 16.85( 1.36 kcal/mol atT ) 300 K. The corresponding
experimental values are 7.27 and 14.36 kcal/mol, respec-
tively,16,26 which are in good agreement with ours. Further,
the more the temperature increases, the more the free energy
change of reaction decreases. It means that the ZW in aqueous
solution is relatively destabilized in comparison to the NF as
the temperature increases, which is also consistent with the
results of Wada et al.16

B. Origin of Free Energy of Activation of FES. As shown
in Figures 3 and 4, the rate and equilibrium constants are
approximately correlated linearly, i.e., in so-called Arrhenius
plots that plot the natural logarithm of the rate or equilibrium
constant versus the reciprocal of absolute temperature.1-4 We
can obtain the enthalpy and entropy contributions, using the
slopes and intercepts of the fitted lines at all points along the
IRC as well as at the TS and product. In Figure 5, the enthalpy
(∆H) and entropy (T∆S) contributions are shown along the IRC
at T ) 300 K. The entropy contribution almost monotonously
increases along the IRC, while the enthalpy contribution has a
maximum at s ≈ 0.6 amu1/2 bohr. Further, the enthalpy
contribution of 46.87 kcal/mol to the free energy of activation
is larger than the entropy contribution of 30.12 kcal/mol.
Therefore, the clear maximum of the enthalpy contribution is
the origin of the free energy of activation on the FES. In Figure
6, 〈VRS〉 is shown along the IRC, which denotes the average of
VRS corresponding to the sum of the solute potential and the
interaction energy between glycine and water molecules. There
is also a maximum in the energy profile of〈VRS〉 by the barrier
height of ∼30 kcal/mol at s ≈ 0.6 amu1/2 bohr, and it

Figure 1. Free energy changes in aqueous solution atT ) 300, 310,
and 320 K (s, - - - , and ---, respectively), and the potential energy
change of glycine in gas phase∆VR (‚‚‚) along the IRC.

Gi+l - Gi ) kBT ln 〈exp[-â{VRS(si+l) - VRS(si)}]〉i (2.6)

Figure 2. Bond distances and bond angles in the glycine structures in
gas phase and aqueous solution. Numerical values are given in
angstroms for bond lengths and in degrees for bond angles.
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corresponds to that of the enthalpy contribution. Thus, the
reaction barrier in aqueous solution is clearly explained by the
fact that, as the forward reaction (ZWf NF) proceeds, the
Coulomb interaction between the charged groups of ZW and
solvent water molecules becomes weaker while the intramo-
lecular potential energy is stabilized compensatorily to form a
free energy maximum.14

According to Slifkin and Ali,26 the enthalpy and entropy
contributions to the free energy of activation are-0.22 and
-14.57 kcal/mol, respectively, which are not in agreement with
our results at all. That is, experimentally, the entropy contribu-
tion mainly makes the barrier on the FES, while in our
simulations the enthalpy contribution does. Qualitatively speak-
ing, according to the compensation rule, the weaker the
interaction energy between glycine and water molecules be-
comes as the reaction proceeds, the larger the positive entropy
change does, because the configuration space accessible to the
solvent water molecules becomes larger. Therefore, the positive
entropy contribution is considered to become larger monoto-
nously in the course of reaction, which supports our results.
According to the results of Wada et al.,16 the enthalpy and
entropy contributions to the free energy change of reaction are

10.3 and 3.06 kcal/mol, respectively. The entropy change
obtained by them are positive and consistent with our results
(31.88 kcal/mol) and the above qualitative consideration,
although our simulations have considerably overestimated it.
Therefore, we conclude that the origin of the free energy of
activation is the enthalpy contribution, and the compensative
relationship between the monotonous decrease of the interaction
energy and the decrease of the solute potential energy makes
the barrier somewhere on the IRC.

C. Internal Degrees of Freedom of Reactant.So far, we
have obtained the free energy profile along only a certain chosen
coordinate, i.e., the IRC. That is, we have ignored the internal
degrees of freedom of glycine except for the IRC. However, it

Figure 3. Plot of logarithm of the rate constant (-∆Gq/T) vs the inverse
absolute temperature. The straight line is fitted to the plot by the least-
squares method.

Figure 4. Plot of logarithm of the equilibrium constant (-∆G/T) vs
the inverse absolute temperature. The straight line is fitted to the plot
by the least-squares method.

Figure 5. Enthalpy (]) and entropy (+) contributions to the free
energy changes (---) in aqueous solution atT ) 300 K along the IRC.
The curves for enthalpy (s) and entropy (- - -) ones are drawn by
the natural cubic spline interpolations between the appropriate points.

Figure 6. Averages of the potential energy〈VRS〉 along the IRC with
error bars. The curve is drawn by the natural cubic spline interpolations
between the appropriate points.
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is very important to treat them for the following two reasons:
(1) We should optimize in reality the TS on the FES with respect
to the other internal coordinates as well as the IRC,43 and (2)
the internal degrees of freedom contribute to the free energy
change because thermal energy is actually partitioned among
them. With regard to the first reason, we can optimize the TS
on the FES with respect to all the internal coordinates by
applying the analytic gradient method44 to the present system.
Furthermore, to better describe the role of the solvent in a
reaction coordinate and determine the exact free energy of
activation in solution reactions, we can employ the EVB
mapping approach that Warshel et al. have proposed.30

Regarding the second reason, as the zeroth order approxima-
tion, supposing that the two subsystems, i.e., the solute and
solvent molecules, are uncorrelated,45 we can take into account
the contribution of the internal degrees of freedom of glycine
as follows:46

where∆Gtotal is the total change of free energy along the IRC,
which consists of the zero-point vibrational energy∆Gzero, the
contribution of vibrational partition functions∆Gvib, and that
of the solvent∆Ginter. ∆Gvib is given by3,35

where h is Planck’s constant, andνj is the jth vibrational
frequency obtained at each point on the IRC by diagonalizing
the projected force constant matrix that does not include the
degrees of freedom of the IRC, overall translation, and rotation.47

∆Gtotal(300 K), ∆Gtotal(310 K), and∆Gtotal(320 K) along the
IRC have obtained, and, as a whole, each curve of the free
energy change∆Gtotal resembles that of∆G, respectively, for
all temperatures. The free energy change of reaction and the
free energy of activation atT ) 300 K are 8.81( 1.55 and
14.74( 1.26 kcal/mol, respectively. The calculated value of
the free energy of activation becomes more consistent with the
experimental one (14.36 kcal/mol) than that without the
contribution of the internal degrees of freedom. By the
temperature dependence of the free energy change, we have
obtained the enthalpy and entropy contributions along the IRC,
including the internal degrees of freedom. The enthalpy and
entropy contributions are also very similar to those without the
internal degrees of freedom. Therefore, the internal degrees of
freedom have little effect on the enthalpy and entropy ones, so
that the conclusion does not change that the origin of the free
energy of activation on the FES is the maximum in the enthalpy
one.

Despite the consideration of the internal degrees of freedom,
the enthalpy and entropy contributions are 44.23 and 29.82 kcal/
mol for the free energy of activation and 38.23 and 30.55 kcal/
mol for the free energy change of reaction, respectively, which
are still overestimated considerably. This may be due to the
deficiency of the number of MD steps to calculate the free
energy change. Further, in general, it is more difficult to
calculate the enthalpy and entropy contributions than the
corresponding free energy change, because their statistical errors
are compensated by each other to evaluate the free energy, but
their errors themselves are not reduced. On the other hand, as
is shown in Figure 5, the calculated values obey the compensa-
tion rule at least qualitatively. Therefore, the improvement of
such values has not been carried out by further statistics.

D. Microscopic Analysis of Free Energy of Activation.
In the previous section, we have elucidated the TS origin on

the FES for the reaction in terms of thermodynamics and
energetics. In this section, we will analyze the origin differently
from the microscopic point of view. That is to say, the enthalpy
contribution, especially the average of the interaction energy
between glycine and water molecules, will be individually
analyzed. In Figure 7, the distribution functions of the
interaction energy between glycine and a water molecule are
shown. The ZW interacts with solvent water molecules more
strongly than both the TS and NF, because the ZW consists of
both positive amino and negative carboxyl groups as shown in
Figure 8. Therefore, the distribution function for the ZW has
relatively large values, especially in the range of strong
interaction energy (about-8 to -5 kcal/mol), while those for
the TS and NF are almost equal to zero. It is also understood
that the distribution function for the TS is not so different from
that for the NF, because the amino and carboxyl groups at the
TS do not have large positive and negative charges, respectively,
but have as much as that at the NF. These are the reason why
the average of the interaction energy between the ZW and water
molecules should be much larger than those for the TS and NF.

∆Gtotal ) ∆Gzero+ ∆Gvib + ∆Ginter (3.1)

∆Gvib ) kBT ∑jln{1 - exp(-âhνj)} (3.2)

Figure 7. Distribution functions of interaction energy between glycine
and a water molecule for ZW (s), TS (- - -), and NF (---) atT )
300 K.

Figure 8. Partial charges of glycine for ZW, TS, and NF, which are
obtained by Mulliken population analysis.
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Moreover, to shed light on how the solvent molecules solvate
the reactant during the reaction, i.e., how different the solvation
structure around glycine at the TS is from those at the minima
(the ZW and NF), in Figures 9, 10, and 11, the radial distribution
functions (RDFs)gON1, gHO5, andgOO5 for ZW, TS, and NF are
shown, respectively.gON1, gHO5, andgOO5 are the functions of
the separations between the solvent water oxygen and N1 of
glycine, the solvent water hydrogen and O5 of glycine (the
oxygen of the hydroxyl group), and the solvent water oxygen
and O5 of glycine, respectively. The serial numbers of the
atoms in the glycine molecule are shown in Figure 8. In Figure
9, the first peaks for the ZW, TS, and NF reflect the hydrogen
bondings. For the TS and NF, the first peaks are shifted to
larger separation than that for the ZW, because for the TS and
NF the charge of amino groups becomes smaller than that for
the ZW and the interactions between the amino group and water
molecules for the TS and NF are weaker than that for the ZW.
As shown in Figure 10, the first peak for the ZW is very sharp.
It means that the hydrogen bond is very strong because of the
large negative charge of the carboxyl group. The corresponding
hydrogen bonds for the TS and NF become weaker and the
corresponding bond lengths become longer, because the negative
charge becomes smaller than that for the ZW as the reaction
proceeds. In Figure 11, the first peak for the ZW corresponds
to the hydrogen bonding of the water oxygen to O5 of the solute
in a linear geometry, where the oxygen-oxygen length is about
2.8 Å [) the length of the standard hydrogen bond (1.8 Å)+
the length of the O-H bond of a water molecule], while the
first broad peak for the NF may consist of the hydrogen bonding
of the water oxygen to the O5 and O6, which is the reason why
the peak is about twice as large as that for the ZW. Therefore,
it is found that those water molecules that are strongly linked
by hydrogen bonds to the positive amino and negative carboxyl
groups for the ZW correspond to the relatively large values of
the interaction energy distribution function for the ZW in the
range from-8 to-5 kcal/mol. Further, as the reaction proceeds
and the absolute values of the charges for the groups are smaller
than those for the ZW, the water molecules that strongly linked
to the groups for the ZW become rather weakly bonded to them.

IV. Summary

In this paper, for the purpose of elucidating the barrier origin
in the liquid phase, i.e., the free energy of activation, and the
TS location for a reaction, we have applied the MD method
and free energy perturbation theory to the glycine-water system,
where the potential energy surface varies drastically as its
environment changes from the gas phase to aqueous solution,
and experimentally there seems to be anentropybarrier due to
the solvent molecules. It was found that the TS on the FES
corresponds approximately to the geometry ats ≈ 0.66 amu1/2

bohr on the IRC in the gas phase, whose geometry is different
from that of the TS in the gas phase very much. The free energy

Figure 9. Radial distribution functions for the separation between the
water oxygen and N1 of glycine at 300 K, for ZW (s), TS (---), and
NF (- - -).

Figure 10. Radial distribution functions for the separation between
the water hydrogen and O5 of glycine at 300 K, for ZW (s), TS (---),
and NF (- - -).

Figure 11. Radial distribution functions for the separation between
the water oxygen and O5 of glycine at 300 K, for ZW (s), TS (---),
and NF (- - -).
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difference between the ZW and NF is 8.46( 1.45 kcal/mol
and the free energy of activation is 16.85( 1.36 kcal/mol atT
) 300 K, which are in good agreement with the experimental
values, respectively.

By the temperature dependence of the free energy change,
we have analyzed the enthalpy and entropy contributions to the
free energy change along the IRC. The entropy contribution
increases almost monotonously along the IRC, while the
enthalpy contribution has a maximum ats ≈ 0.6 amu1/2 bohr.
Further, the enthalpy contribution to the free energy of activation
is larger than the entropy contribution. Therefore, we conclude
that the maximum of the enthalpy contribution is the origin of
the free energy of activation on the FES, and the monotonous
decrease of the interaction energy and the decrease of the solute
potential energy in the course of reaction are compensated by
each other, and the offset makes the barrier around the point.

To analyze the origin differently from the microscopic point
of view, we have presented the interaction energy distribution
function and the RDFs. It was found that the ZW interacts with
water molecules more strongly than either the TS or the NF,
especially at both the positive amino and negative carboxyl
groups of the ZW. Therefore, the barrier origin in aqueous
solution is attributed to the fact that the Coulomb interaction
between the charged groups of the ZW and water molecules
becomes weaker as the reaction proceeds, as the stabilization
of the intramolecular potential energy compensates it to form a
free energy maximum.
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Csizmadia, I. G., Eds.; Kluwer Academic Publishers: Dordrecht, The
Netherlands, 1991.

(32) (a) Singh, U. C.; Brown, F. K.; Bash, P. A.; Kollman, P. A.J. Am.
Chem. Soc.1987, 109, 1607. (b) Kollman, P.Chem. ReV. 1993, 93, 2395.
(c) Kollman, P. A.; Merz, K. M., Jr.Acc. Chem. Res.1990, 23, 246.

(33) (a) Jorgensen, W. L.; Chandrasekher, J.; Madura, J. D.; Impey, R.
W.; Klein, M. L. J. Chem. Phys.1983, 79, 926. (b) Jorgensen, W. L.;
Madura, J. D.Mol. Phys.1985, 56, 1381.

(34) Neumann, M.J. Chem. Phys.1986, 85, 1567.
(35) Frisch, M. J.; Trucks, G. W.; Head-Gordon, M.; Gill, P. M. W.;

Wong, M. W.; Foresman, J. B.; Johnson, B. G.; Schlegel, H. B.; Robb, M.
A.; Replogle, E. S.; Gomperts, R.; Andres, J. L.; Raghavachari, K.; Binkley,
J. S.; Gonzalez, C.; Martin, R. L.; Fox, D. J.; Defrees, D. J.; Baker, J.;
Stewart, J. J. P.; Pople, J. A.Gaussian 92,Revision C.4; Gaussian Inc.:
Pittsburgh, PA, 1992.

(36) (a) Verlet, L.Phys. ReV. 1967, 159, 98. (b) Swope, W. C.; Andersen,
H. C.; Berens, P. H.; Wilson, K. R.J. Chem. Phys.1982, 76, 637. (c)
Humphreys, D. D.; Friesner, R. A.; Berne, B. J.J. Phys. Chem.1994, 98,
6885.

(37) Andersen, H. C.J. Comput. Phys.1983, 52, 24.
(38) Ewald, P.Ann. Phys.1921, 64, 253.
(39) Allen, M. P.; Tildesley, D. J.Computer Simulation of Liquids,

Oxford University Press: Oxford, England, 1987.
(40) Zwanzig, R. W.J. Chem. Phys.1954, 22, 1420.
(41) Torrie, G. M.; Valleau, J. P.Chem. Phys. Lett.1974, 28, 578.
(42) (a) Fukui, K.J. Phys. Chem.1970, 74, 461; (b)Acc. Chem. Res.

1981, 14, 363.
(43) Okuyama-Yoshida, N.; Nagaoka, M.; Yamabe, T. Manuscript in

preparation.
(44) (a) Schlegel, H. B.AdV. Chem. Phys.1987, 67, 249; (b)J. Comput.

Chem.1982, 3, 214.
(45) Smith, P. E.; van Gunsteren, W. F.J. Phys. Chem.1994, 98, 13735.
(46) In eq 3.1, assuming that the internal degrees of freedom are

quantized because of their high vibrational frequencies, we have dealt with
only the zero-point vibrational energy and the contributions of vibrational
partition functions. The further quantum mechanical treatment for the
tunneling and mode quantization effects has been disccussed by Voth et
al., employing the path integral approach. (a) Voth, G. A.; Chandler, D.;
Miller, W. H. J. Phys. Chem.1989, 93, 7009. (b) Li, D.; Voth, G. A.J.
Phys. Chem.1991, 95, 10425. (c) Voth, G. A.J. Phys. Chem.1993, 97,
8365.

(47) Miller, W. H.; Handy, N. C.; Adams, J. E.J. Chem. Phys.1980,
72, 99.

8208 J. Phys. Chem. A, Vol. 102, No. 42, 1998 Nagaoka et al.


